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The evolution of Al

Narrow Al

Single task, single domain

Superhuman accuracy and
speed for certain tasks
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The evolution of Al

General Al

Cross-domain
learning and reasoning

Broad autonomy




Elon Musk Compares Building Artificial
Intelligence To “Summoning The Demon”

Greg Kumparak (@grg
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Stephen Hawking warns artificial intelligence
could end mankind

By Rory Cellan-Jones
Technology correspondent
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The evolution of Al

Broad Al

Multi-task, multi-domain
Multi-modal
Distributed Al
Explainable




The path to a “Broad AI” toolbox

Explainability Security

Learns to transfer Reasoning

Platform for Al Lifecycle
Data & Models Applications

Workflow
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So what’s “narrow” about today’s Al toolbox?
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man in black shirt is playing guitar. construction worker in orange safety
vest is working on road.

Karpathy and Li, 2015
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Brock et al. 2018

Gatys et al. 2015



“Teddy Bear”

Meret Oppenheim, Le Déjeuner en fourrure
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Wang et al. 2018



man in black shirt is playing guitar. construction worker in orange safety
vest is working on road.

Karpathy and Li, 2015



a man riding a
motorcycle on a beach

Lake, Ullman, Tenenbaum & Gershman, 2016
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What’s this?
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MIT-IBM Watson AI Lab

ObjectNet
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MIT-IBM Watson AI Lab

ObjectNet

#MITIBM #AI

~50K images

~300 object
classes

4 different room
types



MIT-IBM Watson AI Lab

Testing ImageNet-trained models on ObjectNet

100
90
5 -»- ImageNet Top-5
80 -~ —— ImageNet Top-1
-+- Overlap Top-5
70 ——  Overlap Top-1
-»-  ObjectNet Top-5
—— ObjectNet Top-1
60
1S3
>
s
5 50 40-45%
g performance
40 drop
30
201,
10
0
Detectors et GG_\‘) D Y

S ot
o) o N NG
by year P‘go\l X NG Y&S%Q\b \&\Ge?;%\’l N %0\% ?ﬂp‘%‘o\%

#MITIBM #AI



Original Top-3 inferred captions:
1. A red stop sign sitting on the
side of a road.
2. A stop sign on the corner of a
street. Pin-}lg then
3. Ared stop sign sitting on the
side of a street.

Adversarial Top-3 captions:

1. A brown teddy bear laying
on top of a bed.

2. A brown teddy bear
sitting on top of a bed.

3. Alarge brown teddy bear
laying on top of a bed.

Chenetal. 2018



Xu et al. 2019
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How many blocks are on the Will the block tower fall if
right of the three-level tower? the top block is removed?



Are there more trees than What 1s the shape of the object
animals? closest to the large cylinder?






Neural Networks / Deep Learning

Input

feature maps pooled
feature maps

Convolutional
layer 1

feature maps  foature maps

Pooling 1

pooled

Fully-connected 1

Convolutional
layer 2
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() Outputs
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Symbolic Al

apple
. . kind
origin structure \
apple tree body stem fruit
shape size color taste
/ I [\ \
round hand red green apple

Reproduced from Minksy, 1991



MIT-IBM Watson Al Lab

Neural-symbolic Al

Disentangling reasoning from vision and language understanding

S
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Jiajun Wu Chuang Gan Joshua Tenenbaum

Question: Are there an equal number of large
things and metal spheres?

Program: equal_number(count(filter_size(S

cene, Large)),
count(filter_material(filter_shape(Scene,
Sphere), Metal)))

Answer: Yes



End-to-End Visual Reasoning

Visual Question Answering
Q: What’s the shape of the red object?

|

End-to-End
Neural Network

—> A: Sphere.

NMN [Andreas et al., 2016]

IEP [Johnson et al., 2017]

FiLM [Perez et al., 2018],

MAC [Hudson & Manning, 2018]
Stack-NMN [Hu et al., 2018]
TbD [Mascharka et al. 2018]



End-to-End Visual Reasoning

Visual Question Answering
Q: What's the shape of the red object?

Concept Reasoning

(e.g., colors, shapes) (e.g., count)

NMN [Andreas et al., 2016]

IEP [Johnson et al., 2017]

FiLM [Perez et al., 2018],

MAC [Hudson & Manning, 2018]
Stack-NMN [Hu et al., 2018]
TbD [Mascharka et al. 2018]



End-to-End Visual Reasoning

Visual Question Answering
Q: What's the shape of the red object?

Entangled _
Concept < > Reasoning

(e.g., colors, shapes) (e.g., count)

NMN [Andreas et al., 2016]

IEP [Johnson et al., 2017]

FiLM [Perez et al., 2018],

MAC [Hudson & Manning, 2018]
Stack-NMN [Hu et al., 2018]
TbD [Mascharka et al. 2018]



End-to-End Visual Reasoning

NMN [Andreas et al., 2016]

IEP [Johnson et al., 2017]

FiLM [Perez et al., 2018],

MAC [Hudson & Manning, 2018]
Stack-NMN [Hu et al., 2018]
TbD [Mascharka et al. 2018]

Visual Question Answering
Q: What's the shape of the red object?

Entangled _
Concept < > Reasoning

(e.g., colgrs, shapes) (e.g., count)

Hard to transfer

Image Captioning
Instance Retrieval



Task: Visual Reasoning

Question: Are there an equal number of
large things and metal spheres?




Task: Visual Reasoning

Question: Are there an equal number of
large things and metal spheres?




Task: Visual Reasoning

Question: Are there an equal number of
large things and metal spheres?




Task: Visual Reasoning

Question: Are there an equal number of
large things and metal spheres?

3 metal
spheres!

0O




Task: Visual Reasoning

Question: Are there an equal number of
large things and metal spheres?

~\

[ Equal? Yes! ‘\
- J

p
3 metal
spheres!
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O




Task: Visual Reasoning

\.

Visual Perception

p
Question Understanding

Question: Are there an equal number of
large things and metal spheres?

AW4

~\

[Equal? Yes! ‘\
- J
-

3 large O
things! 0O

3 metal
spheres!
\_

J

Oo 0O

Logic Reasoning

.




Structured
Representation

Vision (CNN)

III. Program Execution

1. filter_shape 3. filter_shape

2. relate 4. filter size 5. count
ID  Size Shape - .. Y S1Zt

]  Small Cube 2 [ Answer: 3
2 Large Cube ... 3 Large

3 Large Cube ... 5 Large

5  Large Cube



NS-VQA [Yi et al. 2018]
Incorporate Concepts in Visual Reasoning

Vision

Scene

Parsing
g

Language

Q: What’s the shape of
the red object?




NS-VQA [Yi et al. 2018]
Incorporate Concepts in Visual Reasoning

Vision
Scene
- MNSRRN 0 | Color | Shape | Material _
—_— 1 Green Cube Metal

Language

Q: What’s the shape of
the red object?




NS-VQA [Yi et al. 2018]
Incorporate Concepts in Visual Reasoning

Vision

Scene
D |Color  |Shape | Material

Parsing
> 1 Green Cube Metal

2 Red Sphere Rubber
Language
, Semantic | 1 :
Q: What'’s ’Fhe shape of Parsing | Filter (Red) |
the red object? _— A |
| Query(Shape) |

I

—————————————————————

Program



NS-VQA [Yi et al. 2018]
Incorporate Concepts in Visual Reasoning

Vision

Scene
D |Color  |Shape | Material

Parsing
> 1 Green Cube Metal B
2 Red Sphere Rubber )
Symbolic
Reasoning
Language
Semantic | _ | X
. ’ I
Q: What'’s ’Fhe shape of Parsing | Filter (Red) |
the red object? _— A |
| Query(Shape) |
|

_____________________

Program



NS-VQA [Yi et al. 2018]
Incorporate Concepts in Visual Reasoning

I!I Color | Shape | Material _

Green Cube Metal —
2 Red Sphere Rubber

Y

Symbolic
Reasoning

A

Filter (Red) i
M i
Query (Shape) |

_____________________

Program




NS-VQA [Yi et al. 2018]
Incorporate Concepts in Visual Reasoning

I!I Color | Shape | Material _

Green Cube Metal —
2 Red Sphere Rubber

Y

Symbolic
Reasoning

A

Filter (Red) i
M i
Query (Shape) |

_____________________

Program




NS-VQA [Yi et al. 2018]
Incorporate Concepts in Visual Reasoning

IEIEHMM
Green Cube Metal —
2 Red Sphere Rubber )
Symbolic
Reasoning
o T )
! Filter(Red) |
1
| A i
| Query (Shape) | Sphere

_____________________

Program



Advantage 1: High Accuracy

Method Accuracy (%)

Human 92.6
RN 95.5
IEP 96.9
FiLM 97.6
MAC 98.9
TbD 99.1 e
ective
N(S(;XS)A 99.8 4_perfect! ’

[Yi et al. NeurlIPS 2018, Johnson et al. ICCV 2017, Santoro et al. NIPS 2017, Perez et al. AAAI 2018, Hudson et al. ICLR 2018, Mascharka et al. CVPR 2018]



Advantage 2. Data Efficiency

High accuracy when
trained with just 1% the of
the data that other
methods require

Accuracy (%)

7000 70000 700000
Number of training questions

[Yi et al. NeurIPS 2018]



Advantage 3: Transparency and Interpretability

scene

filter cyan

filter metal
count

... (4 modules)
scene

filter yellow

filter rubber
count

greater_than

Question: Are there more yellow
matte things that are right of the gray
ball than cyan metallic objects?

Answer: no

[Yi et al. NeurIPS 2018, Johnson et al. ICCV 2017]



NeurIPS 2018: Neurosymbolic VOA:
Properties (e.g. “color”) and values (“red”) predefined

ICLR 2019: Neurosymbolic Concept Learner:
Properties predefined, can learn new values autonomously

NeurIPS 2019: Neurosymbolic Metaconcept Learner:
Autonomously learns new concepts

ICML 2020 (target submission):
Real world images

- e 0 |

less predefined, more autonomous —




Neuro-Symbolic Concept Learning

. Visual Representation
| Obj 1 =

|

I

:ired Bl E N
|

__________________________________

—————————————————————————————————————————

Q: What’s the shape ¥
of the red object? § red shape




Neuro-Symbolic Concept Learning

Q: What’s the shape
of the red object?

. Visual Representation
| Obj 1 o

General Representation Space
Obj 1

. Obj2 NE Ww W

' red Bl B N

__________________________________

—————————————————————————————————————————

Color Space ,
/

.(/
Color(Obj 1)
N |




Neuro-Symbolic Concept Learning

Q: What’s the shape
of the red object?

General Representation Space
Obj 1

' red BN E B

__________________________________

—————————————————————————————————————————

Color Space ,
/

.(/

Color(Obj 1) o«
B = Color(Obj 2)
Bl E N




Neuro-Symbolic Concept Learning

Q: What’s the shape
of the red object?

General Representation Space

Visual Representation Obj 1

Obj 1 " = o D2
\ ANl B
Obj2 NN = - >0
___________________________________ A | ‘
‘| \
e | 1
Concept Embeddings | '|
. red Il E = ! !
...... B I
""""""""""""""""""" Color Space !
----------------------------------------- .(// red‘/'
o-| Fi - ->
Filter Query i Color(Obj 1) PVs |
red shape ] 7 Color(Obj 2)




Symbolic Al

apple
. . kind
origin structure \
apple tree body stem fruit
shape size color taste
/ I [\ \
round hand red green apple

Reproduced from Minksy, 1991



Meta-concept Learning Han et al. NeurIPS 2019

Visual reasoning questions + Metaconcept questions
color: Q: Is there any red cube? | Q: Is red a same kind of concept as green?
red A: Yes. A: Yes.
color Q: Is there any green block? Q: Is cube a synonym of block?
green A: Yes | A:Yes.

CLEVR I
(Johnson et al. 2017)
< Q: Is there any Ivory Gull? I
A: Yes. | Q: Is Laridae a hypernym of Ivory gull?
. Q: Is there any Laridae? .
Laridae < e A e AcYes.
andae . . Q: Is there any Black Tern? I
A: Yes.
Q: Is there any Laridae?
CUB A: Yes. I

(Wah et al. 2011)



Augmenting VOA with Metaconcepts

Visual reasoning questions + Metaconcept questions
color: Q: Is there any red cube? | Q: Is red a same kind of concept as green?
red A: Yes. A: Yes.
color Q: Is there any green block? Q: Is cube a synonym of block?
green A: Yes | A:Yes.

CLEVR I
(Johnson et al. 2017)
< Q: Is there any Ivory Gull? I
A: Yes. | Q: Is Laridae a hypernym of Ivory gull?
. Q: Is there any Laridae? .
Laridae < T R AcYes.
andae . . Q: Is there any Black Tern? I
A: Yes.
Q: Is there any Laridae?
CUB A: Yes. I

(Wah et al. 2011)



Program Execution Animated

Visual reasoning questions

' i Feature [Opi | m— —— .
' Dgtzjc?t(i::)n | Extraction Obj. 1 Similarity [~ score=0.1-
: —l \ —] red<|< Max scorle=0.9
Similarity [ score=0.9- 1

Obj. 2 — '
v
Semantic Answer: Yes
Parsing
Q: Is there any red object? ==y P: Exist( Filten((noel))))
Metaconcept questions red )
Semantic p. . same-kind —{MetaVerify score=0.9
: .~ P MieteaWeaify ( 1
. P ]
Q: Is red a same kind of g reddyoUisssamenkindnd  yellow .

concept as yellow? )) |

Answer: Yes



Generalization

Metaconcept Generalization

Q: Is there any kid? Q: Is airplane a synonym of

¢ A:Yes plane?
il —— A: Yes
| ~- Q: Is there any child? ~Q: 18 kid a synonym of
B A ves child?
A: Yes

Testing: metaconcepts on
unseen pairs of concepts

<< airplane = kid

A
1
synonym ' synonym?
- AV
plane i child



Generalization

Metaconcept Generalization: Results

Q: Is there any airplane?
== A: Yes

Q: Is there any plane?
A: Yes

Q: Is there any child?

Q: Is airplane a synonym of
plane?
A: Yes

Q: Is kid a synonym of
child?

A:Yes
A:Yes
Training Testing
Q. Type GRU (Lang. Only) GRU-CNN BERT (question ; concept) NS-CL VCML
[Choetal., 2014] [Zhou et al., 2015] [Jacob Devlin, 2018] [Mao et al. 2019]
CLEVR Synonym 50.0 66.341.4 60.9410.6 76.2410.2 3 80.24 161 100.0.¢.0 100.0490
| Same-kind 50.0 64.7 45, 61.5,66 754454 :80.14 100 923449 99.3,4 0 |
GOA Synonym 50.0 80.841.0 76.240.8 76.2494:83.1415 812455 91.1,4, 7
g Same-kind  50.0 56.342.3 573453 59.5407 3682440 66.8.44 4 69.1,, 7
CUB Hypernym 50.0 743452 76.7 458 75.64102:61.74103 80.147.3 94.8, 4 5
Meronym 50.0 80.14509 781448 63.1532:72.949.9 977411 92.541 0




CLEVERER: Collision Events for
Video REpresentation and Reasoning

* Descriptive

Q: What is the material of the
last object to collide with the
cyan cylinder?

A: Metal

Chuang Gan w/ Kevin Xi, Yunzhu Li, Pushmeet Kohli, Jiajun Wu, Antonio Torralba & Josh Tenenbaum



* Explanatory

Q: What is responsible for the
collision between the rubber
and metal cylinder?

A. The presence of the yellow
sphere

B. The collision between the rubber
cylinder and the red rubber sphere




 Counterfactual

Q: What will happen without
the cyan cylinder?

A. The red rubber sphere and the
metal sphere collide

B. The red rubber sphere and the
gray object collide




Looking Ahead

How many employees have
over 10 years experience but
have moved location in the
last year?

What factors might contribute
to better output from Factory A
vs. Factory B?

Why iIs our database down?
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srvard Usiversity. 1am 8 computational
b, where | am the Director

PR T IBM Wotion AT Labra Joint rescarch effort between MIT and IBM devolcd 1o 3

discovering what's next in AL Prior to joining IBM, | was the Jobn L. Loeb Associate

Professor of Natural Sciences and Engincering and Applied Sciences at Harvard, where |

became aware of Dr. Wei's outstanding research. Haviag worked in a collaborative

relationship on a connectomiss project with D, Wei, | am well qualified to discuss the

impact of his work 1n this area

With regard 10 my credentials, | completed my PAD. in Ihc l)quxlm:rl nl Brain and
Cognitive Sciences at MIT in 2007 with a
Prooe to loaviag Harvand, my laboratory work wes iaterested ia betier undtnl.lr;dlrp the
computational underpinnings of high-Jevel visual processing through concerted cfforts in
d forward- d a wide range of
cchniques (r s in living brains 10 visual
psychophysics in humans) to probe natural systems, while at the same time actively
developing practical computer vision systems based on what is leared about the braia
Currently, I direct the MIT-IBM Watson Al Lab, which was founded with a $240m
rom IBM to found a joint Iab with MIT. We bring together an extremely
talented groep of scientists acros: n MIT and [BM, and the collaboration repeesents an
entirely new mode! for industry mic partnerskip. In my own research, I'm interested
i@ beilding brain-inspirod sigorithms for Al
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My academic lab’s alumni include several professors who have started their own labs and
founders of several startups that bave r ure fund d have gone on 10 be
acquired. | also have extensive experience teaching and built “The Fundamentals of
Neuroscience, one of the carliest Massive Open Oaline Courses st Harvard. Over balf &
million people in 192 countries have visited the course. On campus, | wsed this online
course to experiment with “flipped” classroom teaching. We've also collaborated with
colleagues in education rescarch on using our course as a platform foe exploring best
practices in oaline education.

To provide a beief introduction to Dr. Wei's work in Al 1 believe it is necessary &
understand onc of the central problems we face in the world of AL While recent years




Neurosymbolic
Generative Models

\: ’ / ‘. .‘ - '] % /
% b ! Ay .’

(a) Target (b) B-TCVAE (c)DS-VAE with (d) DS-VAE
perturbed Z

Srivastava et al. 2020 (submitted)

Neurosymbolic
Planning

(Example with N=25

| converges to the categorical distrib.

Asai et al. AAAI 2018

Neurosymbolic Neurosymbolic
Safe ML/RL NLU
.
fler 'V

Fulton et al AAAI 2018 Wilcox et al. NAACL 2019
Neurosymbolic Neurosymbolic
Code Optimization Machine Common Sense
Prob. of choosing sub-tree s :
::'__@@ Ovs 1 A : Q A i Q
= = == ==
[Softmax ] ; |

s v e | |@ 4| (@@

|o

%P et
(a) The tree encoder (green) and (b) The tree decoder.
subtree selector (orange).

23 @] \eoe| e ¢ | eed
=) == ===\

Shi et al. ICLR 2019 Smith et al. NeurIPS 2019



MIT-IBM Watson Al Lab

Inducing Behavioral Insight

Inferring flexible behavioral plans/policies from temporal observation data

Julie Shah Christian Muise
MIT IBM

LTL / Logical

(2) Inverse Explanations
Synthesis

(1) Data / Representation

i Polici
Transformation olicies

(3) Behavioral
Modeling

Discrete
Transitions

(4) Model
Induction Action Models

Unstructured
and noisy data




(:action pickup
:parameters (?bl ?b2 - block)

:precondition (and (on ?bl ?b2)
(hand-clear))

effect (and (not (hand-clear))
(not (on ?bl ?b2))
(holding ?bl))

Task: Induce the action theory of an
environment through observations



MIT-IBM Watson Al Lab

LatPlan

Mixing symbolic planning with neural networks

Masataro Asai
IBM




MIT-IBM Watson Al Lab

LatPlan

Mixing symbolic planning with neural networks

Masataro Asai

G,t(il?, yoldap)

IBM
(Example with N=25
The latent layer] - output converges
converges to the categorical to the input
=
;s Translates to a PDDL model below:
When : 4
B ty(z i )/\ (:action slide-up
P Mg :precondition 6 8
at(:z:, Ynew; P)
(and (empty ?x ?y-old)
up(Ynews Yold) 3 = i " ‘4‘
dhiass (at ?x ?y-new ?p) ...) 7 3 5
:effects
~Empty(z, Yoia) \
(and (not (empty ?x ?y-old))
Empty(:v, yncw) A
—~at(z ) A (empty ?x ?y-new) 5 1 4
» Ynew, P (not (at ?x ?y-new ?p))
(

at ?x ?y-old ?p)))



MIT-IBM Watson Al Lab

Verifiably Safe Reinforcement Learning

Nathan Fulton
IBM

{accel,brake,turn}

Use a theorem prover to prove:
init»>[33accelubraket};0ODEst*]safe

Observe Reward

( p/

Is correctly monitored by ¢. -



pooled Fully-connected 1

feature maps fe:t?rlee; - feature maps  feature maps

Outputs

Input Convolutional Pooling 1

Convolutional  pggling2
layer 1 layer 2

NEURAL NETWORKS

apple

i N

kind
origin structure

/ RN \

apple tree body stem
shape size color taste
round hand red green apple

(:action pickup
:parameters (?bl ?b2 - block)

:precondition (and (on ?bl ?b2)
(hand-clear))

:effect (and (not (hand-clear))

(not (on ?bl ?b2))
(holding ?b1))

SYMBOLIC Al

fruit



MIT-IBM Watson Al Lab

Causal Inference

Beyond Correlation—inferring and testing for causal
relationships in complex systems

Caroline Uhler Guy Bresler Karthikeyan

MIT MIT Shanmugam
IBM
Divorce rate in Maine =
correlates with
Per capita consumption of margarine
Correlation: 99.26% (r=0.992558)
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

4.95 per 1,000

8lbs
2 g
= o3
=4.62 per 1,000 ]
5 6lbs g'
g g
o
$4.29 per 1,000 4lbs 3
a Q
3,96 per 1,000 2lbs

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

-8~ Margarine consumed -#- Divorce rate in Maine

http://tylervigen.com/spurious-correlations



MIT-IBM Watson Al Lab
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