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Final Class Project

Option |: Proposal Presentation * Judged by a panel of judges

* At least | registered student to * lop winners are awarded.
De prize eligible

* Present a novel deep learning
research idea or application

* 3 minutes (strict)

* Presentations on Friday, Jan 29

* Submit groups by Wed 1/27
| 1:59pm ET to be eligible

* Submit slide by Thu 1/28
| 1:59pm ET to be eligible

* |nstructions: syllabus/Canvas
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Final Class Project

Option |: Proposal Presentation Proposal Logistics
* At least | registered student to * Prepare slides on Google Slides
De prize eligible e Group submit by Wed 1/27 | 1:59pm
* Present a novel deep learning ET; Info on syllabus/Canvas
research idea or application * In class project work: Thu 1/28
* 3 minutes (strict) » Slide submit by Thu 1/281 1:59 pm ET:
* Presentations on Friday, Jan 29 iInfo on syllabus/Canvas
* Submit groups by Wed |[/2/ * Presentations on Fri 1/29 |1-3pm EI.
| 1:59pm ET to be eligible Synchronous attendance required!

* Submit slide by Thu /28
| 1:59pm ET to be eligible

* |nstructions: syllabus/Canvas
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Final Class Project

Option 2:Write a |-page review
of a deep learning paper

* Grade Is based on clarity of
writing and technical

communication of main ideas

* Due Thujan 28 | [:59pm ET, by
emaill

 Further instructions on
syllabus/Canvas
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Up Next: Hot Topic Spotlights

Evidential Deep Learning Bias and Fairness

Learning the uncertainty of neural networks Blas In deep learning: dangers and mitigation strategies
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IIIII ;ﬁﬁ; & introtodeeplearning.com W @MITDeepleaming Lot




Up Next: Guest Lectures
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crnst & Young MIT-IBM Watson Al Lab Google NVIDIA
Boston University . U. loronto
EY MIT-IBM G
iz Google  nvibia.
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So far in 6.5191...



‘Creative’ AlphaZero leads way for
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‘Deep Voice' Software

Can Clone Anyone's T h e Ri s e Of D ee P Lea N i N g ﬂgt?;mlp.l.rfreﬁn&gmwtnmnenw

Voice With Just 3.7
Seconds of Audio

Using snippets of voices, Baidu's "Deep Volce’
can generale new speech, accents, and tonas.

Lel There Be Sight: How Deep Learning b Helping the Blind 'See’

:hnology outpacing security Ay heats docs in cancer spottin
Uures

Wit DEEPMIND |
SMIARCRAFT
TRIUMPH F(

4 new sl ||r'r.i|!|-l-:' exh eeampie of meerame bsarning 29 an impurts
chagnoetle boal. Peal Biogler reparts

fq i

Ejf'r_ -3

oy

Tl .|.—£

é Ifal:::ﬁ.rs. ;hli;'w h-IJW faf ﬂ:lhi.rn EI..E.E.EE neration has
"IEEI‘J in just fnuryearﬁ -

Mavral networks e E-‘wc"nere
L Mewy chip nefunes noural nehsories Do ..r.-'|::..r|r-'.=::r by up b3 S5 oorcont, making E P-I‘rr

How an ALl ‘Cat-and-Mouse Game'
Generates Believable Fake Photos

Ll = e

Stock Predictions Based Cn Al: Is the Market
Truly Predictable?

Iu_ .-

FFTY =i DTSR SN, L 0 R

them prachical lor tatlerss coweeres die
=il Iy Meiim i Fagues W

- L] _
-_-.
(=8

-

Aflter Millians of Trials, Thesa Samdate-n:l Humans
Leamed to Do Perfect Backflips and Cartwheels

. R ey

T =

Automation And Algorithms:
De-Risking Manufacturing With
Artificial Intelligence

@ araly Doahiee

A

-

.. & e e T

& i ’ . ] i
Rescarchers introducea deep tearning method

, , , . T DT e that Copwerts mono audig recordings into 3D “AEET THIS
Gﬂ{]g|E5 DEEpMIHd aces [:IFI:I"[EII'I fnlqu = SeUNas I_j!=_.i|"|!:| vicdeo scanes g The two koy .'-r.l.-:.:nl::- ot & In manutfacturing ane pocing an
2 e ufastoraks tw fredbyce
is B1assi F Spracse e | i el B - ‘Pl

I - Massachusetts 65191 Introduction to Deep Leaming

Institute of

Technology @ introtodeeplearningcom W @MITDeepleaming Lol




So far in 6.S191...

Data L0 252/ 1) = Decision
e Signals | S\ f 2 iéd * Prediction

* Images * Detection
* 5ensors

| —
=
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Power of Neural Nets

Universal Approximation [heorem

A feedforward network with a single layer is sufficient to approximate, to an
arbitrary precision, any continuous function.

i N ch tis . i
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Power of Neural Nets

Universal Approximation [heorem

A feedforward network with a single layer is sufficient to approximate, to
an arbitrary precision, any continuous function.

Caveats:

Ihe number of I'he resulting

hidden units may model may not
be infeasibly large generalize
mmm Massachusetts 65191 Introduction to Deep Learni .
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Artificial Intelligence “Hype™': Historical Perspective

Popularity
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Limitations



Rethinking Generalization

banana

III-- Massachusetts 2519 | e DEEP ing

II :':ﬂ:;ﬂ:; & introtodeeplearning.com W @MITDeepleaming Zhang+ ICLR 2017. 172512




Rethinking Generalization

“Understanding Deep Neural Networks Requires Rethinking Generalization™

N R Y e
| -l
g gk . e
i Nr - ur
1 i - i )
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Rethinking Generalization

“Understanding Deep Neural Networks Requires Rethinking Generalization™
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Rethinking Generalization

—Parrara—

—dog— —tree—

ER e 65191 Introduction to Deep Learning
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Capacity of Deep Neural Networks

100%
accuracy
0%
original randomization completely
labels | random
. Training Set Testing Set
am [ Ttichutess 65191 Introduction to Deep Learning
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Capacity of Deep Neural Networks

100%
- || II I I |I | l
0%
original randomization completely
labels | random
B Training Set | Testing Set
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Capacity of Deep Neural Networks

Modern deep networks can
perfectly fit to random data

100% = _-—— - - ——— - N - -
accuracy n | I |
0%

original randomization completely
labels random
B Training Set | Testing Set
o Netsachuscie 6.5191 Introduction to Deep Learning
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Neural Networks as Function Approximators

Neural networks are excellent function approximators
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Neural Networks as Function Approximators

Neural networks are excellent function approximators
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Neural Networks as Function Approximators

Neural networks are excellent function approximators
...when they have training data

How do we know when our
network doesn’t know!

tttttt

65191 Introduction to Deep Leaming
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Deep Learning = Alchemy?

&

- Training da

=

Learning
algorithm

Random

network

architecture - =
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Neural Network Failure Modes, Part |

CNN

i
- & . .
.-"'J'

- !
L

Ky

Train network to .’ T
colorize BW images.

Why could this be the case!
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Neural Network Failure Modes, Part |l

Tesla car was on autopilot prior to fatal
crash in California, company says

The crash near Mountain View, California, last week Killed the driver:

. 7110 TIMES THE CAR
By Mark Osborne @NEWS " WOULD SWIVEL TOWARD
March 31, 2015, 157 AM + 5 min e THAT SAME EXACT BARRIER

_adE

-l—-—
P
B e

DEADLY DISASTER

HIGHWAY CRA CRASH

TESLA: AUTOPILOT WAS ON BEFORE MODEL X ACCIDENT LoiiNEWS c
Il oo | I'i H’ ﬂ' -4

COURTESY OF TESLA

GOOGLE STREET VIEW THURSDAY MARCH 22 2018

ER e 65191 Introduction to Deep Learning
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Uncertainty in Deep Learnin

o W -
R N 7=

RaS T

. r"l;ll

B .

Safety-critical
applications

o - >
Autonomous Vehicles m

Sparse and/or
noisy datasets

.I'illﬁln
ot e
AN
6.S191
Lecture
ER e 65191 Introduction to Deep Learning
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What uncertainties do we need!?

6.S191 Lecture
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What uncertainties do we need!?

We need uncertainty metrics to assess the noise inherent to the data.
aleatoric uncertainty

oo é P(cat)= 0.5
-5
‘ P(dog) = 0.5

Remember: P(cat) + P(dog) = 1

X

6.S191 Lecture
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What uncertainties do we need!?

We need uncertainty metrics to assess the network's confidence in its predictions.
epistemic uncertainty

Remember: P(cat) + P(dog) = 1

X

6.S191 Lecture

III'- NEISRChuSIR. 65191 Introduction to Deep Learning 5|

II ﬁ'ﬁﬁiﬁ; @ introtodeeplearning.com W @MITDeepleaming




Neural Network Failure Modes, Part ll|

Original image Perturbations Adversarial example
Temple (97%) Ostrich (98%)
Rl - aa—— 65191 Introduction to Deep Learning o . "
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Adversarial Attacks on Neural Networks

Perturbations

== Massachusetts 65191 Introduction to Deep Learming
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Adversarial Attacks on Neural Networks

Remember:

We train our networks with gradient descent

dJ(W,x,y)
ow

"How does a small change in weights decrease our 10ss”

WeW —n

65191 Introduction to Deep Leaming
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Adversarial Attacks on Neural Networks

Remember:

We train our networks with gradient descent

dJ(W,x,y)
oW

"How does a small change in weights decrease our loss”

W e W —n

65191 Introduction to Deep Leaming

@ introtodeeplearning.com W @MITDeepleaming 1125/2]




Adversarial Attacks on Neural Networks

Remember:

We train our networks with gradient descent

JJ(W,x,y)
oW

"How does a small change in weights decrease our loss”

W e W —n

FIX your image X,
and true label y

65191 Introduction to Deep Leaming
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Adversarial Attacks on Neural Networks

Adversarial Image:

Modify image to Increase error

aJ(W,x,y)
0x

"How does a small change in the input increase our l0ss”

X< X+

65191 Introduction to Deep Leaming
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Adversarial Attacks on Neural Networks

Adversarial Image:

Modify image to Increase error

aJ(W,x,y)
0x

"How does a small change in the input increase our l0ss”

X <X+
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Adversarial Attacks on Neural Networks

Adversarial Image:

Modify image to Increase error

'

!
] (W, x,
X< XTn u FIX your weights 6,

0x and true label y

"How does a small change in the input increase our loss”

I I I i R 65191 Introduction to Deep Learning
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Synthesizing Robust Adversarial Examples

B classified as rifle

" classified as turtle
Bl classified as other

- - e~ 65191 Introduction to Deep Learning
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Algorithmic Bias

Overcoming Racial Bias In Al Racial bias in a medical algorithm lfavors while
Systems And Startlingly Even In patients over sicker black patients

Al Self-Driving Cars
Al expert calls for end to UK use of
. ' i ‘ ] Al Bias Could Put Women'’s
I'ElClEllly biased Ellg()l'ltth Lives At Risk - A Challenge For
Regulators

Bias in Al: A problem recognized but
still unresolved

Gender bias in Al: building
fairer algorithms

Amazon, Apple, Google, IBM, and Microsoft worse at
transcribing black people's voices than white people’s with
Al voice recognition, study finds

Millions of black people affected by racial
bias in health-care ngﬂri thms When It COI'I'\ES to Gorillas, Google Photos Remains Blind

Study reveals rampant racism in decision-making software used by US hospitals Sesghs promined & B PRi-Colngr s s Nbeied Mok peepie 55 oG I TS Mere Tan e years eter, R heee' found one,

The Week in Tech: Algorithmic Bias Is
Bad. Uncovering It Is Good.

Google ‘fixed’ its racist algorithm by removing
gorillas from its image-labeling tech

Artificial Intelligence has a gender bias

) _ problem - just ask Siri
The Best Algorithms Struggle to Recognize Black Faces Equally %

UE -ﬂ-l!l-'l.l'lrl"lr'l'lil'll |-I1|I. Tird & wien |-|!|-F|-- FI-I' T o ﬂ'lH'l-ﬂ F T rl-IEI!H:I"llllliill"l '!.r!l.!l M I'I‘II!I.I-l!l-l-l'l'tI'l'j‘ Blac ks af rated Tive to 10 timeat |'|-Iﬂ|"|-l-|' (Mgl g t|'|-l'p' i wihites.
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Neural Network Limitations...

* Very data hungry (eg. often millions of examples)

 Computationally intensive to train and deploy (tractably requires GPUs)

* Easily fooled by adversarial examples

* (Can be subject to algorithmic bias

* Poor at representing uncertainty (how do you know what the model knows?)

* Uninterpretable black boxes, difficult to trust
* Difficult to encode structure and prior knowledge during learning
* Finicky to optimize: non-convex, choice of architecture, learning parameters

* Often require expert knowledge to design, fine tune architectures

I I I am [ Ttichutess 65191 Introduction to Deep Learning

Institu | : . .
II T:ﬂ:.;:};v & introtodeeplearning.com W @MITDeepleaming Lot




Neural Network Limitations...

* (Can be subject to algorithmic bias
* Poor at representing uncertainty (how do you know what the model knows!)

* Uninterpretable black boxes, difficult to trust

6.S191 Lecture
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Neural Network Limitations...

* Difficult to encode structure and prior knowledge during learning
* Finicky to optimize: non-convex, choice of architecture, learning parameters

* Often require expert knowledge to design, fine tune architectures
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New Frontiers |:
Encoding Structure into Deep Learning



CNNs: Using Spatial Structure

000900 00000000
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0,0 0200 2005000 ‘
100000 2% A0S ) Appl t of weights to extract local feat

000000 S aS AP S S ) Apply a set of weights to extract local features
000000000s== S
§.6,8.8.65,8.0.6,8.5.5 6,5 250
0000000000000

000000 00000 2) Use multiple filters to extract different features
OO ICN Se'eeee
XIS Sees'se :
I N6 3) Spatially share parameters of each filter
LR 8088 .
OO OO0 0250858
ses’anenlnes e 99,9999
tataltatata bttt ratatad 26060 &
saseaseessale'ss
g‘*h%* s =-EE:
Vil 7l il - =
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e — Y
FEATURE LEARNING CLASSIFICATION
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Graphs as a Structure for Representing Data

coin s NN\ Py . O O
—— S 1 .- LS A AT 5
- il il
it S
push T T

initial
state

State Machines

Social Networks

Many real-world data — such as networks -
cannot be captured by “standard”

*

encodings or Euclidean geometries -
Mobility & Transport

Biological Networks
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Graph Convolutional Networks

Convolutional Networks

I I I am [ Ttichutess 65191 Introduction to Deep Learning
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Graph Convolutional Networks

Convolutional Networks
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Graph Convolutional Networks

Convolutional Networks
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Graph Convolutional Networks

Convolutional Networks
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Graph Convolutional Networks

Convolutional Networks
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Graph Convolutional Networks

Graph Convolutional Networks (GCNs)

O

A O
O
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Graph Convolutional Networks

Graph Convolutional Networks (GCNs)

O
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Graph Convolutional Networks

Graph Convolutional Networks (GCNs)

O

I I I Rl - aa—— 65191 Introduction to Deep Learning
I I Technology & introtodeeplearning.com W @MITDeepleaming

Duvenaud+ NeurlPS 2015; Kipf & Welling ICLR 2017. 1/25/2]




Graph Convolutional Networks

Graph Convolutional Networks (GCNs)
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Graph Convolutional Networks

Graph Convolutional Networks (GCNs)

O

O O
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Graph Convolutional Networks

Graph Convolutional Networks (GCNs)

O
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Graph Convolutional Networks

Graph Convolutional Networks (GCNs)

O

A O
O

I I I i R - S 6.5191 Introduction to Deep Learning

#Eﬂiﬁﬂi;; @ introtodeeplearning.com Wl @MITDeepleaming

Duvenaud+ NeurlPS 2015; Kipf & Welling ICLR 2017. 1/25/2]




Applications of Graph Neural Networks

Molecular Discovery Traffic Prediction COVID-19 Forecasting
J I N AN ‘1\
\h e v i---.. I S 4 i \ : '.r,,’ft
/N . . iifi \
Message-passing neural network o = A\
fin+ JCIM 2019; Soleimany+ ML4Mol 2020 Spatio-temporal data
=

ETA Improvements with GoogleMaps

\ gqs 27T% BT 21%
o S
26X |
O® O N ELE R -
e — om doaga - a - Wan v agine, [
N >\ \ riem : e 1% ' 3?%

u S s
O YN -y S T ()
31% q S TLIE LT ETR TN

Halicin: novel antibiotic i _ . .
discovered via deep learning "2 43% | Graph network + temporal embedding
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Learning From 3D Data

Point clouds are unordered sets with spatial dependence between points

mug”?

_-::h_ . g -3

{"h-,;? ¢ table?

car’?
Classification Part Segmentation Semantic Segmentation
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Extending Graph CNNs to Pointclouds

Capture local geometric features of point
clouds while maintaining order invariance
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New Frontiers |l
Automated Machine Learning & Al




Motivation: Automated Machine Learning

Standard deep neural networks are optimized for a single task

= B

Complexity of models increases Greater need for specialized engineers

Often require expert knowledge to build an architecture for a given task

Bulld a learning algorithm that learns which model to use to solve a given problem

I I I Rl - aa—— 65191 Introduction to Deep Learning e
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Automated Machine Learning (AutoML)

Sample architecture A
with probability p

Trains a child network

with architecture
A to get accuracy R

The controller (RNN)

Compute gradient of p and
scale it by R to update
the controller

I I I am [ Ttichutess 65191 Introduction to Deep Learning
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AutoML: Model Controller

At each step,the model samples a brand new network

Number Filter Filter Stride Stride Number Filter
of F|Iters Y | Height Width Height Width \ Df F|Eters Height |

ll ‘; 'I-# 'I-.i' 1r t: 1.; 'I-:
v 7 L L L . 7 v 7 LI . 7

= - - - - -— — -

Layer N-1 Layer N Layer N+1
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AutoML: The Child Network

Truliir it ' Sampled network

from RNN

Compute final accuracy on this dataset.
Update RNIN controller based on the accuracy of the child network after training.
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Learning Architectures for Image Recognition

| Sample architecture A
with probability p

Neural architecture search algorithm:

Train a child network
with architecture A to
convergence to get
validation accuracy R

The controller (HNN)

Scale gradient of p by R
10 update tha controller

Controller architecture for constructing convolutional layers:

—
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l—{ repeat B times ]—| : hidden layer A : : hidden layer B :
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Learned architecture for convolutional cell
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accuracy (precision @1)

Learning Architectures for Image Recognition

Model performance on ImageNet
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From AutoML to AutoAl

AutoAl

Provide data in Generate and rank Save and deploy
: Prepare data Select model type -

aCSV file model pipelines a model
Feature type detection Selection of the best Hyper-parameter
Missing values algorithm for the data optimization (HPO)
imputation Optimized feature
Feature encoding and SIETISR O
scaling
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AutoAl Spawns a Powerful |Idea

* Design an Al pipeline that can builld new models
3 capable of solving a task

* Reduces the need for experienced engineers to
design the networks

-‘ ; * Makes deep learning more accessible to the public
Connections and distinctions

between artificial and human
intelligence




6.519 1
Introduction to Deep Learning

L ab 3: Reinforcement Learning

Link to download labs:
http://iIntrotodeeplearning.com#schedule

[. Open the lab in Google Colab
2. Start executing code blocks and filling in the #1ODOs
3. Need help! Come to class Gather. lown!




